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Abstract- Nowadays, with the continuous development of medical equipment, the size and 
features of medical database are also increasing rapidly. However, most current cancer 
detection still relies on doctors’ observation and test with cell tissue samples which seems to 
have nothing to do with the above medical database. Therefore, here is a research focus for 
this: is there a pattern among all databases or how to find a pattern among these databases? 
Accordingly, data analysis solution or machine learning (ML) methods were applied more 
and more common among researchers and doctors. From Breast Cancer Surveillance 
Consortium (BCSC) dataset, 2,392,998 screening mammograms records are applied in this 
research. This dataset includes 14 independent variables and 2 dependent variables which 
can be called labeled data. Through developing the prediction model with generalized linear 
regression, naïve Bayes classifier, and support vector machine (SVM), a preliminary 
application and comparison between different machine learning models are presented. 
Among all three results, SVM shows the best accuracy for prediction but the longest 
computing time. Logistic regression has the bad performance with a large feature space but 
very high efficient. Here a simple machine learning algorithm selection process can be 
generated in these three methods: 

 The first choice should be logistic regression. If its effect is not good then its result 
can be used as a reference. 

 If the data size is small and aimed for multi-classification, naïve Bayes is more 
efficient and easier to implement. 

 If the number of features and observations are particularly large, SVM will be a 
good option when resources and time are sufficient. 
 

I. INTRODUCTION 

     Breast cancer is the top cancer among women around the world and also one of the 
leading causes of cancer death in women. In 2014, 236,968 women were diagnosed with 
breast cancer and 41,211 women died from it in the U.S [1] [2].  These data showed 
breast cancer accounts for the first and second place in female cancer incidence and 
mortality rate respectively. Meanwhile, 1 in 8 U.S. women have risk of developing breast 
cancer during her lifetime. From 1999 to 2014, it showed a continuous increase among 
the whole country and diagnosed population was raised with 49,007 new cases [2]. 
However, the incidence rate was going into a relative stable situation after decreasing for 
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six consecutive years from 1999 to 2005.  Studies have shown that old age is a risk factor 
for breast cancer, after developing an age-period-cohort analysis of 1999-2014 breast 
cancer dataset there was an interesting finding that women who were born between 1949 
and 1954 usually got the highest incidence rate among all age-adjusted groups.  
     Currently, more and more data sets are collected for cancer diagnose and detection. 
And the utilization of machine learning in cancer research may be considered as an 
effective approach. Machine learning is a subfield of artificial intelligence (AI) that 
employs many algorithms allow computer learn from training data and develop a fitted 
pattern for prediction. This research presents a comparison among three machine learning 
algorithms applied in breast cancer dataset: support vector machine (SVM), naive Bayes 
classifier and generalized linear regression by measuring their accuracy, sensitivity and 
specificity values. [3] 
 

II. MACHINE LEARNING ALGORITM 

     Machine learning usually is defined as a subfield of artificial intelligence. Its aim can 
be generalized as to develop some algorithm that can learn from data and make “machine” 
predict the model of pattern by itself. In fact, there are too many machine learning 
algorithms can be used. In general, according to whether training data is labeled or 
unlabeled machine learning is usually categorized into two tasks: supervised learning and 
unsupervised learning. Besides, these two methods of machine learning have many 
algorithms to apply such as linear regression, decision tree, support vector machine etc. 
Obviously, all algorithms discussed in this research will be supervised learning. [4][5][6] 
     Generally speaking, every machine learning method has similar steps to solve problem.  

1. Firstly, defining the objective problem. Through this step, it can quickly decide 
what kind of data research need or what kind of algorithm is more suitable. 

2. Pre-processing of data. Before importing data into machine learning analysis, it 
usually requests formatting, cleaning and sometimes sampling for the data. 

3. Algorithm selection. For supervised learning task, based on type of predictor 
variable task can be solved from two types: regression problem and 
classification problem. In this research, it is defined as a classification problem 
as the predictor can be described as have cancer (1) or no cancer (0). Meanwhile, 
classification problem also has many algorithms: support vector machine (SVM), 
naïve Bayes, logistic regression, decision tree, etc. 

4. Finally, after applying the selected algorithm, it is necessary to assess and 
optimize the prediction model.  

     In this research, three basic algorithms will be discussed in the following sections: 
SVM, naïve Bayes classifier and generalized linear regression. 
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A. Support vector machine 

     Generally speaking, SVM is a binary classifier which can be applied in both separable 
case and non-separable case. The SVM algorithm is to find a hyperplane that creates the 
biggest “margin” between two classes of training data ( ∈ 1,1 ). Figure 1 shows an 
example of SVM classifier in 3 dimensions.  
     For non-linear-separable case which is sometimes called non-linear classifier, it can be 
applied with Kernels SVM. Through Kernel functions, it maps the input vector from low 
dimensional space to the high dimensional space. Then it builds the hyperplane in high 
dimensional space to separate data. Here these feature mappings can be described as 
function	φ. From linear separable case, it is known 

∑ 	 1)  
then this can rewrite as  

f x ∑ ∑ , 	 2)  
When this function is mapped to high dimensional space, it can get: 

f x ∑ , 	 3) 
Therefore, kernel function can be defined like this: 

K x, z , 	 4) 
 so, it just needs to calculate square of inner product of x and z. [4] 
     Based on risk factors defined by Centers for Disease Control and Prevention (CDC), 8 
features were chosen from all 14 features for the following analysis [2]. 8 features and the 
output variable are defined in table 1 [7]. 
 

 

Fig. 1 SVM plot in 3 dimensions 



Proc. 2018 Electrostatics Joint Conference 

 

4

TABLE 1: VARIABLES OF BREAST CANCER FROM BCSC 

 Variable Coding 

 Menopaus 0=premenopausal, 1=postmenopausal 

 Agegrp 
Age group: 1=35-39; 2=40-44; 3=45-49; 4=50-54; 5=55-59; 

6=60-64; 
7=65-69; 8=70-74; 9=75-79; 10=80-84 

 Density 
1 = Almost entirely fat; 2 = Scattered fibroglandular densities; 

3 = Heterogeneously dense; 4 = Extremely dense 

 Race 
1= white; 2=Asian/Pacific Islander; 3=black; 4=Native 

American; 5=other/mixed 

 Bmi 
Body mass index: 1=10-24.99; 2= 25-29.99; 3=30-34.99; 

4=35 or more 

 Agefirst 
Age at first birth: 0=Age<30; 1=Age 30 or greater; 

2=Nulliparous 

 Nrelbc 
Number of first degree relative with breast cancer: 0=zero; 

1=one; 
2=2 or more 

 Hrt Current hormone therapy: 0=no; 1=yes 

y invasive 
Diagnosis of invasive breast cancer within one year of the 

index screening mammogram: 0=no; 1=yes 

 

   In order to testing model, dataset usually is split into three parts: training data (60%), 
test data (20%), and validation data (20%). After applying breast cancer risk factor 
dataset into this SVM model, the final result is shown in Figure 2. 

 

Fig. 2. SVM classifier result 
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B. Naïve Bayes classifier 

    Naïve Bayes method is a classification method based on Bayesian theorem and feature 
condition independent hypothesis. For a given training dataset, the joint probability 
distribution of the input/output is first learned based on independent assumptions of 
feature conditions; then according to this model it uses Bayes theorem to find the output 

 with the largest posterior probability for a given input	 . Based on this assumption, the 
Bayesian formula can be rewritten as:  

p c|x
| ∏ | 	 5)  

here d is the number of features,  is the value of  feature. 
     With the same dataset from BCSC, naïve Bayes classifier result is shown in Figure 3. 

 

Fig. 3. Naive Bayes classifier result 

C. Generalized linear regression (Logistic regression) 

     There are actually many similarities between logistic regression and multiple linear 
regression. The biggest difference is that their dependent variables are different types. In 
fact, both of them can be attributed to the same family which is named generalized linear 
regression (GLR). [5] [6] [8] 

     Models of GLR are basically the same, except the difference of dependent variables 
among models: 

 If dependent variable is continuous, this is a multiple linear regression. 
 If dependent variable is a binomial distribution, this is a logistic regression. 
 If dependent variable is a Poisson distribution, this is a Poisson regression. 
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 If dependent variable is a negative binomial distribution, it is a negative 
binomial regression. 

    Logistic regression formula can be written as: 

	 6) 

     Because the dependent variable here is a binary value, the prediction model uses 
logistic regression.  The final result of logistic regression analysis is shown in Figure 4. 

 

Fig. 4.  Logistic regression result 
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III. RESULTS AND DISCUSSION 

     This research has explored 8 features for prediction model with three basic machine 
learning algorithms: SVM, naïve Bayes classifier and logistic regression. From three 
result sheets, SVM showed the best accuracy. However, each machine learning algorithm 
has their limitations. Because of the huge cost of computing in SVM algorithm, only 
10,000 sampled data were applied in SVM prediction model. In spite of these quite small 
number, SVM algorithm cost much longer time than other two methods in learning data 
and resulted in 1433 support vectors. On the other hand, sometimes it is very hard to 
decide a good kernel function in applying kernel SVM. By comparison, naïve Bayes 
method has a slightly worse classification, but it is highly efficient and easy to implement. 
It seems that logistic regression has the lowest accuracy among three methods. However, 
logistic regression still has many applications in cancer research. In fact, logistic 
regression is very convenient and its most useful characteristic is that the output is not a 
discrete value but a probability which is associated with the observed sample. Based on 
this, combining different given thresholds, it can generate some best classification result 
to meet the problem.  
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